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Abstract

While there has been significant development
of models for Plain Language Summarization
(PLS), evaluation remains a challenge. This is
in part because PLS involves multiple, inter-
related language transformations (e.g., adding
background explanations, removing specialized
terminology). No metrics are explicitly engi-
neered for PLS, and the suitability of other
text generation evaluation metrics remains un-
clear. To address these concerns, our study
presents a granular meta-evaluation testbed,
APPLS, designed to evaluate existing metrics
for PLS. Drawing on insights from previous
research, we define controlled perturbations for
our testbed along four criteria that a metric of
plain language should capture: informativeness,
simplification, coherence, and faithfulness. Our
analysis of metrics using this testbed reveals
that current metrics fail to capture simplifica-
tion, signaling a crucial gap. In response, we in-
troduce POMME, a novel metric designed to as-
sess text simplification in PLS. We demonstrate
its correlation with simplification perturbations
and validate across a variety of datasets. Our
research contributes the first meta-evaluation
testbed for PLS and a comprehensive evalua-
tion of existing metrics, offering insights with
relevance to other text generation tasks.'

1 Introduction

Plain language summaries of scientific informa-
tion are important to make science more accessible
(Kuehne and Olden, 2015; Stoll et al., 2022) and
inform public decision-making (Holmes-Rovner
et al., 2005; Pattisapu et al., 2020). Recently, gen-
erative models have made gains in translating sci-
entific information into plain language approach-
able to lay audiences (August et al., 2022b; Gold-
sack et al., 2023; Devaraj et al., 2021). Despite
these gains, the field has not reached consensus

'The APPLS testbed and POMME will be made available
at https://github.com/LinguisticAnomalies/APPLS

on effective automated evaluation metrics for plain
language summarization (PLS) (Luo et al., 2022;
Ondov et al., 2022). One reason is the multifaceted
nature of the PLS task. Removal of unnecessary
details (Pitcher et al., 2022), adding relevant back-
ground explanations (Guo et al., 2021), jargon in-
terpretation (Pitcher et al., 2022), and text simplifi-
cation (Devaraj et al., 2021) are all involved in PLS,
posing challenges for comprehensive evaluation.
Our goal is to assess how well existing met-
rics capture the multiple criteria of PLS. We de-
fine four criteria, informed by prior work (Pitcher
et al., 2022; Ondov et al., 2022; Stoll et al., 2022;
Jain et al., 2022), that a measure of plain language
should be sensitive to: 1) informativeness, 2) sim-
plification, 3) coherence, and 4) faithfulness. We
introduce a set of perturbations to probe metric
sensitivity to these criteria, where each perturba-
tion is designed to affect a single criterion with
ideally minimal impact to others. Then, by in-
crementally introducing these perturbations to the
texts of an existing scientific PLS dataset, CELLS
(Guo et al., 2022), we produce APPLS, a novel,
granular testbed to evaluate existing PLS metrics.

Using APPLS, we analyze 15 metrics, includ-
ing the most widely used metrics in text simplifi-
cation and summmarization and recently-proposed
prompt-based evaluation (Gao et al., 2023; Luo
et al., 2023). Established metrics like ROUGE (Lin,
2004), BERTScore (Zhang et al., 2019), and QA-
Eval (Deutsch et al., 2021) demonstrate mixed sen-
sitivities to informativeness, coherence, and faith-
fulness perturbations. All tested metrics, including
those explicitly crafted for text simplification (Xu
et al., 2016; Maddela et al., 2022), display a lack
of sensitivity towards simplification perturbations.

In response to the lack of effective metrics for
simplification, we introduce POMME, a new met-
ric that evaluates text simplicity by leveraging lan-
guage models (LMs) trained on in-domain (i.e., sci-
entific) and out-of-domain (i.e., web) text. POMME


https://github.com/LinguisticAnomalies/APPLS

capitalizes on the fact that complex scientific text
will be more similar to a scientific LM’s domain-
specific training data, while simpler text will align
more closely with a general-domain LM. Given the
inherent adaptability of LMs to various domains
(Gururangan et al., 2020), POMME can be tailored
to the specific domain of the data being evaluated.

Our main contributions are as follows:

* We present APPLS, the first granular testbed
for analyzing evaluation metric performance for
plain language summarization (§3, 4, 5);

* We assess the performance of existing evalua-
tion metrics, demonstrating mixed effectiveness
in evaluating informativeness, coherence, and
faithfulness, and revealing their limitations in
capturing simplification (§6, 8);

¢ We introduce a new metric, POMME, which em-
ploys language model perplexity to assess text
simplicity, and validate its performance in our
testbed and in three other datasets (§7, 8).

2 Related Work

Limitations of Existing Metrics While overlap-
based metrics, such as ROUGE, BLEU, and ME-
TEOR, are known for their ease of use, their
shortcomings in detecting crucial attributes like
faithfulness (Wallace et al., 2021; Pagnoni et al.,
2021), coherence (Barzilay and Lapata, 2008), and
simplification (Silveira and Branco, 2012; Sulem
et al., 2018) have been well-documented. Pre-
trained model-based metrics like BERTScore, de-
spite demonstrating strong correlations with hu-
man evaluations (Zhang et al., 2019), have been
critiqued for their insensitivity towards factual in-
consistencies (He et al., 2022). QA-based metrics,
gaining momentum in evaluating faithfulness in
summarization tasks (Durmus et al., 2020; Scialom
et al., 2019; Deutsch et al., 2021), depend signifi-
cantly on the employed question generation method
(Gabriel et al., 2020) and the chosen answer veri-
fication approach (Deutsch and Roth, 2022), with
their effectiveness in the PLS context yet unex-
plored. Recent prompt-based evaluations exhibit
potential for evaluating factuality (Luo et al., 2023)
and summarization quality (Gao et al., 2023), but
have also not been tested for PLS. Our research
aims to fill these gaps by conducting a systematic
evaluation of these metrics under specific perturba-
tions in a PLS context.

Robust Analysis with Synthetic Data Synthetic
data has been widely used in various NLP tasks
to evaluate metrics, including text generation (He
et al., 2022; Sai et al., 2021), natural language in-
ference (Chen and Eger, 2022; McCoy et al., 2019),
question answering (Ribeiro et al., 2019), and read-
ing comprehension (Sugawara et al., 2020). Yet,
no prior work has specifically focused on the PLS
task or incorporated simplification into their syn-
thetic benchmarks. Additionally, previous studies
have not conducted granular analyses to capture
the nuanced relationship between text changes and
score changes. Our research endeavors to bridge
these gaps by crafting perturbations that mirror
real-world errors and concentrating on the ‘dose-
response’ relationship (Talbot and Aronson, 2011)
between score changes and perturbations within
the PLS context.

3 Desired Criteria for PLS Metric

We define four criteria that an effective evaluation
metric for PLS should be sensitive to. We
define sensitivity similar to prior work (Gabriel
et al., 2020) as being correlated in the correct
direction with the amount of perturbation. These
criteria are informed by both abstractive sum-
marization (Sai et al., 2022) and plain language
summarization paradigms (Pitcher et al., 2022; On-
dov et al., 2022; Stoll et al., 2022; Jain et al., 2022).

Informativeness measures the extent to which a
plain language summary covers essential informa-
tion such as methodology, primary findings, and
conclusions in the original text. An informative
summary conveys the central messages of the
text, and does not remove crucial details (Devaraj
et al., 2022; Pitcher et al., 2022) or hallucinate
(Maynez et al., 2020; Goyal and Durrett, 2021). We
hypothesize that an ideal metric should decrease
with the elimination of notable sentences and the
insertion of irrelevant sentences, and increase with
the incorporation of relevant definitions.

Simplification describes the degree to which
information is conveyed in a form that non-expert
audiences can readily understand. This criterion
prioritizes the use of simple vocabulary (Bingel
et al., 2018; Laban et al., 2021), casual language
(Pitcher et al., 2022), and concise sentences
(De Belder and Moens, 2010; Scarton et al., 2018)
that minimize excessive jargon and technical termi-
nology unfamiliar to a lay audience.> Reducing

Text simplification is its own distinct task; in comparison



Notations: remevals/ additions/ modifications

Original text Worldwide, coronavirus 2 (SARS-CoV-2), a severe acute respiratory syndrome, has infected more than 59 million people and killed more
than one of them. The first step is an accurate assessment of the population prevalence of past infections... (Kline et al., 2021)
Criterion Perturbation Simulated real- Perturbed text
world situation
Delete sentences Salient Worldwide, coronavirus 2 (SARS-CoV-2), a severe acute respiratory syndrome, has infected more
information than 59 million people and killed more than one of them. Fhe-first-step-is-an-aceurate-assessment-of
missing the population-prevalence of pastinfections...
§ Add out-of- Out-of-domain In this paper we address the problem of aggregating the outputs of classi ers solving different nlp
H domain hallucination tasks. Worldwide, coronavirus 2 (SARS-CoV-2), a severe acute respiratory syndrome, has infected
= sentences more than 59 million people and killed more than one of them...
E Add in-domain In-domain Worldwide, coronavirus 2 (SARS-CoV-2), a severe acute respiratory syndrome, has infected more
§_ sentences hallucination than 59 million people and killed more than one of them. This review synthesised the latest evidence
£ on the reduction of antipsychotic doses for stable individuals with schizophrenia...
Add definitions Background Worldwide, coronavirus 2 (SARS-CoV-2), a severe acute respiratory syndrome, has infected more
explanation than 59 million people and killed more than one of them. Coronaviruses are species in the genera of

virus belonging to the subfamily Coronavirinae in the family Coronaviridae. Coronaviruses are
enveloped viruses with a positive-sense RNA genome and with a nucleocapsid of helical symmetry.
The genomic size of coronaviruses ranges from approximately 26 to 32 kilobases, extraordinarily

large for an RNA virus. ...

Simplification Replace Paraphrasing

SARS-CoV-2 is a virus that has infected over 59 million people globally and killed more than 1.39

sentences with simple terms million. Scientists are trying to learn more about the virus in order to design interventions to slow and
stop its spread. One of the first steps is understanding how many people have been infected in the
past, which requires accurate population prevalence studies...
Coherence Reorder Poor writing flow The first step is an accurate assessment of the population prevalence of past infections. Worldwide,
sentences coronavirus 2 (SARS-CoV-2), a severe acute respiratory syndrome, has infected more than 59 million
people and killed more than one of them...
Number swap Human errors Worldwide, coronavirus 2 (SARS-CoV-2), a severe acute respiratory syndrome, has infected more
than 64 million people and killed more than one of them...
» Entity swap Human errors Worldwide, canine adenovirus (CaV-2), a severe acute respiratory syndrome, has infected more than
] 59 million people and killed more than one of them...
?c, Synonym verb Human errors Worldwide, coronavirus 2 (SARS-CoV-2), a severe acute respiratory syndrome, has infected more
"é swap than 59 million people and stamped out more than one of them...
i Antonym verb Human errors Worldwide, coronavirus 2 (SARS-CoV-2), a severe acute respiratory syndrome, infected more than 59
swap million people and saved more than one of them...
Negate Human errors Worldwide, coronavirus 2 (SARS-CoV-2), a severe acute respiratory syndrome, hasn't infected more

than 59 million people and killed more than one of them.

Table 1: Example perturbations for criteria in APPLS. Original text comes from the CELLS (Guo et al., 2022).

complexity by substituting complex sentences with
simpler ones has been empirically shown to reduce
the difficulty of text (Van den Bercken et al., 2019).
We hypothesize that an ideal metric should exhibit
sensitivity towards the substitution of complex
sentences with simplified counterparts in the text.

Coherence describes the logical arrangement of
a plain language summary. A coherent summary
presents information in a well-ordered fashion that
facilitates ease of comprehension for the reader
(DS, 2001; Sai et al., 2022). Barzilay and Elhadad
(2002) underscored the significance of sentence
sequencing in affecting user comprehension. We
conjecture that the original sentence order reflects
optimal coherence. Consequently, we hypothesize
that an ideal metric should demonstrate sensitivity
to modifications in sentence sequencing.

Faithfulness denotes how well the plain language
summary aligns factually with the source text. A
faithful summary should not substitute information
or introduce errors, misconceptions, and inaccura-

to the PLS task, text simplification focuses on surface-level
changes to simplify language and does not involve other rele-
vant criteria important to PLS (e.g., informativeness).

cies (Devaraj et al., 2022; Prabhakaran et al., 2019).
Faithfulness focuses on factual alignment, while
informativeness measures the completeness and ef-
ficiency of the summary in conveying key points.
We hypothesize that an ideal metric should exhibit
sensitivity towards changes in factual information
such as entity swaps and sentence negation, while
maintaining indifference to synonym swaps.

4 Criteria-specific Perturbation Design

To assess existing metric sensitivity to our proposed
criteria, we develop the following perturbations
(illustrative examples in Table 1).

4.1 Informativeness

Delete sentences We simulate the omission of
crucial information by ranking sentences based on
similarity to others (assuming more similar is more
likely to contain important information) (Zhong
et al., 2020) and removing sentences starting from
the most to least similar.

Add sentences We simulate the inclusion of un-
related information by adding sentences. We incor-
porate two forms of unrelated information: out-of-



domain, which integrates random sentences from
an unrelated dataset, and in-domain, which in-
cludes sentences from a different summary within
the same domain but on a different topic.

Add definitions Background explanation is fun-
damental to PLS and involves adding external con-
tent such as definitions or examples (Guo et al.,
2022; Srikanth and Li, 2020). To simulate this phe-
nomenon, we add definitions® of keywords identi-
fied by KeyBERT (Grootendorst, 2020).

4.2 Simplification

Replace sentences Taking advantage of the GPT-
series models’ ability to simplify text (Lu et al.,
2023), we replace sentences in the original text with
GPT-simplified versions. We use the fext-davinci-
003 model to generate simplified summaries using
the prompt “explain the text in layman’s
terms to a primary school student.” GPT
configurations can be found in App. A.

4.3 Coherence

Reorder sentences We simulate changes in text
coherence by randomly shuffling the order of sen-
tences, as suggested by Sai et al. (2021).

4.4 Faithfulness

Number swap We randomly add a number from
1 to 5 to the original numerical value in the text.
Verb swap An appropriate metric should exhibit
constancy for synonymous verbs but sensitivity for
antonymous ones. To this end, we introduce two
perturbations, where we identify verbs in text and
substitute them with either synonyms or antonyms.
Entity swap We replace entities using the KBIN
method (Wright et al., 2022), which links entity
spans to concepts in the Unified Medical Language
System (UMLS) and replaces them with different
entities while maximizing NLI contradiction and
minimizing LM perplexity. This results in a fluent
sentence that contradicts the original one.

Negate sentences We negate sentences by iden-
tifying verbs and adding negation terms (e.g., not)
preceding them. The goal of this perturbation is to
create sentences similar to the original but commu-
nicating the exact opposite information.

5 Constructing the APPLS testbed

We implement our perturbations in an existing
large-scale PLS dataset (§5.1). We describe how

3Taken from http://wikidata.dbpedia.org/develop/datasets

Src. Tgt. Oracle GPT
Avg. # words 283 178 134 98
Avg, # sentences 11 7 5 4
Vocabulary size 76,275 46,522 46,658 27,937

Table 2: CELLS test set (n=6,311) characteristics for
source (scientific abstract), target (plain language sum-
mary), oracle extractive hypothesis, and GPT-simplified
oracle summaries.

perturbations are incorporated into the dataset and
our approach for managing perturbation magnitude
(§5.2) and validating perturbation quality (§5.3).
We employ this testbed in an analysis of existing
(86) and novel (§7) metrics for PLS (§8).

5.1 Diagnostic dataset

For our experiments, we use the CELLS dataset
(Guo et al., 2022): a parallel corpus of scientific
abstracts (designated as source) and their corre-
sponding plain language summaries (designated as
target). The summaries are written by the abstract
authors or by other domain experts. CELLS aggre-
gates papers from 12 biomedical journals and is the
most extensive and diverse abstract-level compila-
tion for PLS presently available.

Many of the metrics we assess require three texts:
source, target, and model-generated text (referred
to as hypothesis). For our meta-evaluation testbed,
we propose an oracle extractive hypothesis. This
hypothesis is created by selecting a set of source
sentences yielding the highest ROUGE-L score
when compared to the target summary, and further
introducing lexical variability into the text through
round-trip translation (Ormazabal et al., 2022) (de-
tails in App. B). This produces a reasonable hy-
pothesis that summarizes the source text while min-
imizing factual inaccuracies.*

We then apply perturbations to the oracle hy-
pothesis, where each perturbation introduces some
change (e.g., adding or swapping sentences) at
some magnitude (e.g., replace 50% of sentences) to
the oracle. Given the costs associated with some of
our perturbations (e.g., GPT-based simplification),
we restrict our perturbation experiments to the test
set of CELLS (stats in Table 2).

*Why not use the extractive summary directly? Metrics
like SARI expect simplified hypotheses and exhibit degenerate
behavior when used to evaluate extractive summaries.
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5.2 Applying perturbations to CELLS

For informativeness perturbations, we add sen-
tences to the oracle hypothesis from ACL papers
(Bird et al., 2008) to simulate out-of-domain hal-
lucinations and Cochrane abstracts’ for in-domain
hallucinations. The perturbation percentage is the
ratio of altered sentences to the initial count of sen-
tences in the hypothesis (e.g., 100% perturbed for
sentence addition adds the same number of sen-
tences as in the original hypothesis). For sentence
deletion, max perturbation is when a single sen-
tence remains. For keyword definitions, we add up
to three definitions, which reflects the average num-
ber of nouns explained in CELLS abstracts (Guo
et al., 2022); 100% perturbation for this category
entails the insertion of three definitions.

For simplification perturbations, we align sen-
tences between the oracle hypothesis and the GPT-
simplified summary using the sentence alignment
algorithm originally employed in CELLS (Guo
et al., 2022). We replace hypothesis sentences
with corresponding GPT-simplified sentences. Full
perturbation is when all hypothesis sentences are
replaced with simplified counterparts.

For coherence, we quantify perturbation percent-
age based on the distance between the hypothesis
and shuffled sentences in terms of absolute differ-
ence in sentence order. A document with reversed
sentence order would be 100% perturbed.

For faithfulness, we determine the perturbation
percentage of number, entity, and verb swaps by
comparing the count of altered spans to the to-
tal number of eligible spans in the hypothesis.
Full perturbation implies that all eligible spans
are swapped. For sentence negation, we constrain
the maximum number of negations to the sentence
count in the hypothesis, allowing for only one nega-
tion per sentence. Therefore, full perturbation is
achieved when each sentence contains a negation.

5.3 Human validation of oracle extractive
hypotheses and GPT-simplified summaries

Because the creation of both oracle extractive hy-
potheses and GPT-simplified summaries involve
text generation, we further validate their quality
through human evaluation. For oracle hypothe-
ses, we sample 100 paired sentences before and
after round-trip translation of the extractive sum-
maries. For GPT-simplified summaries, we sample
100 paired texts coupling a passage in the oracle

Shttps://community.cochrane.org

hypothesis to a passage in the GPT-simplified sum-
mary. Annotators were asked to assess each pair
of texts, first judging whether the content aligns
(defined as containing the same relation triples),
then rating informativeness, simplification, faith-
fulness, and coherence on a 5-point Likert scale.
Annotations were performed by two independent
annotators, both with doctorates in the biological
sciences, who were hired on UpWork and paid
a fair hourly wage. Each annotator reviewed all
sampled pairs for both evaluation tasks. Inter-rater
agreement, measured by Cohen’s Kappa, is 0.46,
implying moderate agreement (Artstein and Poesio,
2008). For task details, refer to App. C.

For round-trip translation, annotators validated
that translated text was as informative, faithful, co-
herent, and simple as the original in the vast ma-
jority of cases. For GPT-simplified summaries, the
evaluators rated the sentences as highly simplified,
informative, faithful, and coherent when the origi-
nal and simplified sentences were correctly aligned.
However, a considerable fraction (46 out of 100)
of the texts showed imperfect sentence-level align-
ment, suggesting potential information loss in par-
tial simplification perturbations. Sentence-level
alignment for scientific summaries is still an open
problem (Krishna et al., 2023), and our evalua-
tion highlights the need for improved alignment
algorithms. For simplification perturbations, we
additionally report on a smaller, manually sentence-
aligned dataset (PLABA), due to the inconsisten-
cies we found in automated alignment. We discuss
these limitations further in §9.

6 Existing Metrics We Evaluate

Our analysis spans eight established evaluation
metrics, including five metrics most commonly re-
ported in ACL’22 summarization and generation
papers (empirical results in App. D) and three ad-
ditional metrics (§6.1). We also assess five lexical
features associated with text simplification (§6.2)
and LLM-based evaluations (§6.3).

6.1 Existing automated evaluation metrics

Overlap-based metrics measure n-gram overlaps,

and are popular due to their ease of use.

« ROUGE? (Lin, 2004) measures n-gram over-
lap between generated and reference summaries,
focusing on recall. We report the average of
ROUGE-1, ROUGE-2, and ROUGE-L.

f’Implementation: Fabbri et al. (2021)


https://community.cochrane.org

» BLEUS (Papineni et al., 2002) computes n-gram
precision of generated text against reference
texts, including a brevity penalty.

« METEOR® (Banerjee and Lavie, 2005) employs
a relaxed matching criterion based on the F-
measure, and addresses the exact match restric-
tions and recall consideration of BLEU.

* SARI’ (Xu et al., 2016) is specifically designed
to evaluate text simplification tasks. The score
weights deleted, added, and kept n-grams be-
tween the source and target texts.

Model-based metrics use pretrained models to

evaluate text quality.

» GPT-PPL,? usually computed with GPT-2, mea-
sures fluency and coherence by calculating the
average log probability assigned to each token
by the GPT model, with lower scores indicating
higher fluency and coherence.

» BERTScore® (Zhang et al., 2019) quantifies the
similarity between hypothesis and targets us-
ing contextualized embeddings from the BERT
model, computing the F1-score between embed-
dings to capture semantic similarity beyond n-
gram matching.

* LENS (Maddela et al., 2022) employs an adap-
tive ranking loss to focus on targets closer to the
system output in edit operations (e.g., splitting,
paraphrasing, deletion).

QA-based metrics capture content quality using a

question-answering approach.

* QAEval (Deutsch et al.,, 2021) generates
question-answer pairs from the target text, then
uses a learned QA model to answer these ques-
tions using the generated text. The score is com-
puted as the proportion of questions answered
correctly. We report QAEval LERC scores.

6.2 Lexical features

We also assess lexical features that have been

shown to be predictive of text simplicity:

* Length: Shorter sentences are easier to under-
stand (Kauchak et al., 2017). We report both
sentence length and paragraph length.

» Familiarity: Simple text contains more common
words (Leroy et al., 2018). We compute the per-
centage of text that is made up of the 1,000 most
common English words.’

* Specificity: For biomedical text, MeSH

"Implementation: Alva-Manchego et al. (2019)
8https://huggingface.co/transformers/v3.2.0/perplexity.html
*https://gist.github.com/deekayen/4 148741

term depth is predictive of sentence difficulty
(Kauchak et al., 2014). MeSH terms are used
to index articles in PubMed, and we determine
the depth of an article’s terms by splitting term
identifiers on ‘.’ (e.g., term depth for Zika Virus
with identifier B04.820.578.344.350.995 is 6).

* Phrase Transitions: Conjunctions (e.g., there-
fore) are important for flow and can assist with
comprehension (Kauchak et al., 2017). We re-
port the number of conjunctions.

* Function Words: Simple text contains more
verbs and fewer nouns (Mukherjee et al., 2017).
We report the number of verbs, nouns, adjectives,
adverbs, and numbers.

6.3 LLM prompt-based evaluations

Prompting LLMs for text generation evaluation has
been explored in recent work (Gao et al., 2023;
Luo et al., 2023). We adopt the template from Gao
et al. (2023), prompting GPT-3 (text-davinci-003)
to evaluate the hypotheses in our testbed across
four dimensions—informativeness, simplification,
coherence, and faithfulness—and provide an over-
all quality score. All scores are from 0 (worst)
to 100 (best). We supply the definitions for each
criterion in the prompt.

We test two experimental settings: one in which
we only provide the source abstract (reference-
free), and the other in which both the source ab-
stract and the target plain language summary are
provided (reference-provided). Model configura-
tions and prompt details are available in App. E.

7 Novel Metric: POMME

We introduce a novel, lightweight metric (POMME)
to assess text simplification by leveraging pre-
trained LMs. Prior work has relied on LMs like
GPT-2 to assess readability and coherence through
perplexity (Zhao et al., 2022; Kanthara et al., 2022),
but these measures exhibit considerable sensitivity
to text length (Wang et al., 2022), which is unde-
sirable for PLS evaluation. Our own investigation
corroborates this, showing divergent PPL responses
to simplification in different datasets (Tables 4; 3).

To address these issues, our POMME metric em-
ploys the difference in perplexity scores from an
in-domain and an out-of-domain LM, which ac-
knowledges and takes advantage of the inherent
domain shift from scientific text to plain language
that PLS entails. The underlying hypothesis is
that LMs pretrained on scientific text should as-
sign lower perplexity scores to scientific texts than
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LMs pretrained on general English, with the in-
verse being true for plain language (Harris et al.,
2012). Similar intuitions have driven the use of
domain shifts between various LMs trained on di-
verse corpora to guide text generation (Liu et al.,
2021), specifically in the scientific domain (August
et al., 2022a).

To address differences in magnitude when com-
paring perplexity scores from models with distinct
vocabulary sizes, we normalize POMME by comput-
ing and subtracting the perplexity Z-scores rather
than using the raw values. POMME is computed as:

Z(LU) — log(w) — Mref
Oref
POMME = Z (PPLiq) — Z (PPLgoq)

where 1 is the mean and o the standard deviation of
the perplexity of texts in the reference dataset. We
use BioMedLLM (Bolton et al.) as our in-domain
(“scientific”’) LM and T5 (Raffel et al., 2020) as our
out-of-domain (“plain”). BioMedLM was trained
exclusively on PubMed abstracts (matching the do-
main of CELLS) while T5 was trained on primarily
general-domain data like web text and Wikipedia.

The essence of POMME is determining the rela-
tive position of a text’s perplexity within the distri-
bution of perplexity scores of a reference dataset
with texts of at least two known levels of simplifica-
tion. Using a reference dataset ensures that POMME
scores are comparable across different datasets. A
notable advantage of POMME is that it is model
agnostic, allowing the use of any two models as the
in- and out-of-domain LMs. Thus, POMME could
be adapted to evaluate text simplification in other
fields, such as legal text (Jain et al., 2021) or finan-
cial regulations (Salo et al., 2016). In the scope
of this work, we limit the evaluation of POMME to
the realm of biomedical text, given the availabil-
ity of pretrained models and author-written paired
plain-language summaries.

8 Analysis Results

To assist in interpreting metric performance in
the APPLS testbed, we survey reported metric
changes in ACL 2022 papers on text generation and
summarization (full results in App. D). The median
reported improvements are: ROUGE (+0.89),
BLEU (+0.69), METEOR (+0.50), SARI (+1.71),
BERTScore (+0.55), and PPL (-2.06). Table 7
lists these score differences along with observed

score differences based on our perturbations.
Line plots of existing metric scores corre-
sponding to perturbations are shown in Figure 1.
We summarize main findings of our analysis below.

Current metrics exhibit shortcomings in
evaluating simplicity. We expect metrics that are
sensitive to simplification to increase in response
to our simplification perturbation. Metrics such
as ROUGE, BLEU, METEOR, BERTScore, and
QAEval decrease in response to the simplification
perturbation. This is expected given their goal is
to measure content overlap (GPT-simplified text
has less n-gram/content overlap with the target).
Disappointingly, the SARI metric also decreases,
which deviates from its original design intent of
measuring text simplification. LENS response
to perturbations is similarly erratic. The only
metric that exhibits sensitivity to simplification
perturbations is GPT-PPL (decreasing as more
perturbations are introduced; lower PPL is better);
however, the metric does not consistently detect
simplicity in other datasets and is difficult to
compare between datasets. We comment on this
further in relation to the POMME score below.
LLM prompt-based evaluations also fail to respond
to simplification perturbations; Table 6 shows
score reductions in both the reference-free and
reference-provided settings.  Together, these
findings underscore the need for a more effective
simplicity assessment metric.

Metrics effectively capture informativeness,
coherence, and faithfulness, but there is room
for improvement. For informativeness-based
perturbations, ROUGE, BLEU, BERTScore, PPL,
and QAEval are sensitive to information deletion
and irrelevant additions, but struggle to capture
the effect of background explanations through
keyword definitions. For coherence, BERTScore
and LENS are proficient at detecting perturbations,
most likely due to their ability to analyze structural
and contextual sentence relationships. BERTScore,
PPL, and QAEval generally perform well for
faithfulness-related perturbations. Both PPL and
BERTScore are somewhat sensitive to synonym
verb swaps (an undesirable sensitivity for faith-
fulness). QAEval is best at being unresponsive
to synonym verb swaps. All metrics fall short in
effectively capturing number swaps.

Lexical features are useful measures of text
simplicity. Figure 2 illustrates the response
of lexical features to varying degrees of text
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Figure 1: Average scores of existing metrics for perturbed texts, plotted as line charts. Scores are averaged in 10
bins by perturbation percentage. Markers denote perturbations arising from our four defined criteria. GPT-PPL is
the only metric exhibiting sensitivity to the simplification perturbation (i.e., PPL decreases when simplification
perturbation % increases, signifying simpler text). Different metrics are sensitive to the other three criteria. QAEval,
for example, demonstrates sensitivity to the antonym verb swap, entity swap, and sentence negation faithfulness
perturbations. For reference, the median reported improvements in ACL’22 summarization and generation papers
are ROUGE (+0.89), BLEU (+0.69), METEOR (+0.50), SARI (+1.71), BERTScore (+0.55), and PPL (-2.06)
(details in App. D). For estimated score changes corresponding to full perturbation (100%), refer to App. Table 7.
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Figure 2: Relative change in lexical features with re-
spect to the unperturbed state (0%). This change is the
ratio of the deviation from the lexical feature count at
the current perturbation percentage to the lexical feature
count in the unperturbed state. Different markers repre-
sent lexical feature categories.

simplification, confirming trends observed in
previous studies (Kauchak et al., 2014; Leroy
et al., 2018; Kauchak et al., 2017; Mukherjee
et al., 2017). As simplification increases, para-
graph and sentence lengths decrease, while the
presence of common words and verbs rises, and
the occurrence of nouns, adjectives and term
specificity declines.  Although prior research

emphasizes the importance of conjunctions for
comprehension (Kauchak et al., 2017), our pertur-
bation reveals a reduction rather than an increase
in conjunctions as texts become simpler. Overall,
these trends demonstrate that lexical features are
valuable indicators for assessing text simplification.

LLM prompt-based evaluations do not dis-
tinguish between PLS criteria. Prompt-based
evaluations are not sensitive to simplification
perturbations, and in most cases, do not distinguish
between the four criteria when scoring summaries
(Figure 8). Despite findings from Luo et al. (2023)
showing agreement between ChatGPT scores
and human ratings, our results suggest that the
capacity of LLMs for generative text evaluation
warrants further examination. We also note that
the reference-free and reference-provided settings
yield very different scores along all four criteria,
indicating that scores produced with this method
are difficult to compare across settings and datasets.
Detailed results are provided in App. E.

POMME is sensitive to simplification perturba-
tions. In Table 7, we observe that POMME is sig-
nificantly correlated with the simplification per-



BioMed LM-PPL T5-PPL POMME
Datasets Source Target A (1) Source Target A (]) Source Target A (1)
CELLS -0.36 0.36 0.72 0.52 -0.52 -1.04 -0.88 0.88 1.76
PLABA -0.79 -0.14 0.65 0.29 0.31 0.02 -1.08 -0.45 0.63
MSD 3.30 3.30 0.0 -1.89 -1.94 -0.05 5.19 5.24 0.05
WikiSimple 1.28 2.47 1.19 -1.12 -3.23 -2.11 2.40 5.70 3.30

Table 3: BioMedLM-PPL, T5-PPL and POMME values for existing simplification datasets, comparing source
(complex version) and target (simple version). A higher POMME value indicates a higher degree of text simplification.
CELLS dataset functions as the reference in POMME computations. The difference, denoted by A, is calculated by
subtracting the source score from the target score. Bolded values indicates statistical significance in the correct
direction with Bonferroni-Holm correction for multiple hypothesis testing (Holm, 1979) (i.e., target is simpler than

source).
CELLS / APPLS PLABA
Perturb % PPL POMME PPL POMME
20% -44.81 -5.32 3.06 -0.38
40% -17.52 -0.88 5.01 0.69
60% -14.14 -0.29 4.59 0.83
80% -11.55 0.27 3.38 0.76
100% -15.45 0.42 1.80 0.68

Table 4: The difference in scores between a particu-
lar level of perturbation and the unperturbed baseline.
Bolded values indicates statistical significance in the
correct direction with Bonferroni-Holm correction for
multiple hypothesis testing (Holm, 1979).

turbation, with higher POMME scores correspond-
ing to greater simplification. We further validate
the sensitivity of POMME in three additional text
simplification datasets: MSD (Cao et al., 2020),
WikiSimple (Woodsend and Lapata, 2011), and
PLABA (Attal et al., 2023). Examination of the
target texts in Table 3 shows consistently higher
POMME values compared to the source texts (A
is positive), indicating the target texts are simpler.
We also present the PPL scores as computed by the
in- and out-of-domain LMs. The inconsistency of
single model PPLs is evident. For instance, the
BioMedLM-PPLA for MSD is 0.0 and the T5-
PPLA for PLABA is 0.02, which suggests that the
source texts (scientific abstracts) are simpler or as
simple as the targets (plain language summaries).
Using a fixed reference dataset to compute the
mean and standard deviation of source and target
perplexity enables cross-dataset comparisons of
POMME. For example, both MSD and WikiSimple
appear considerably simpler than CELLS based
on POMME, which is consistent with the content
of these datasets—MSD has sentence-level text
that is simpler than CELLS’ paragraphs, and Wiki-
Simple, which is derived from English and Simple

Wikipedias, contains mostly plain language.

Of these validation datasets, PLABA is also
in the biomedical domain and contains manually-
aligned sentences between the scientific abstracts
and human-written plain text. To validate our sim-
plification perturbation in the presence of gold-
aligned text, we apply simplification perturbations
to PLABA by substituting abstract sentences with
their plain text counterparts. As shown in Table 4,
GPT2-PPL is insensitive to these perturbations, po-
tentially due to the comparable text lengths of the
scientific abstracts and plain text in PLABA. In con-
trast, POMME demonstrates a consistent response
to perturbations, yielding higher scores for more
extensively perturbed text.

9 Discussion & Conclusion

Recent advances in NLP point to the possibility of
automated plain language summarization (PLS);
however, the multifaceted nature of PLS has com-
plicated efforts to define useful evaluation criteria.
We introduce the first—to our knowledge—meta-
evaluation testbed, APPLS, for evaluating PLS
metrics. APPLS applies controlled text perturba-
tions to an existing PLS dataset. Each perturbation
is associated with a criteria for PLS: informative-
ness, coherence, faithfulness, and simplification.

Using APPLS, we find that while some metrics
effectively capture informativeness, faithfulness,
and coherence, they face challenges in assessing
simplification. Most metrics decreased, rather than
increased, with further simplification perturbations.
The one metric sensitive to simplification, GPT-
2 perplexity, exhibited inconsistent sensitivity in
other text simplification datasets.

In response, we propose a novel metric, POMME,
to address the shortcomings of current metrics
in capturing simplification for PLS. POMME uses



normalized perplexity differences between an
in-domain and out-of-domain language model.
POMME maintains the desirable qualities of lan-
guage model perplexity we observed in our analysis
while being robust and comparable across datasets.

A major benefit to our testbed and metric are
their extensiblity. APPLS requires only paired
source and target documents (e.g., scientific ab-
stracts and their plain language summaries). Us-
ing the perturbation pipeline, APPLS can turn
any PLS dataset into a granular meta-evaluation
testbed. Similarly, POMME only requires two lan-
guage models, representing in- and out-of-domain
models. Our testbed and metric lay the groundwork
for further advancements in automated PLS, with
the hope of facilitating more impactful, accessible,
and equitable scientific communication.

Limitations

Our perturbations use synthetic data to simulate
real-world textual phenomenon seen in PLS. Al-
though our approach is informed by theory and pro-
vides valuable insights into metric behavior, further
exploration of more sophisticated methods to bet-
ter simulate changes in these criteria is warranted.
This is especially true for aligning sentences be-
tween scientific abstracts and plain language sum-
maries, as we observed in our human evaluation
that our sentence alignment algorithm led to many
partial or incorrect matches. In future iterations, we
plan to explore improved sentence alignment algo-
rithms or the utilization of larger manually aligned
datasets, such as PLABA (Attal et al., 2023).

We have also focused our analysis on commonly
used metrics reported in prior work on simplifica-
tion, summarization, and generation. Investigating
the performance of metrics not included in this
work, as well as the generalizability of our meth-
ods to meta-evaluation for other generative NLP
tasks, is a future goal.
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A GPT Configurations for Simplification
Perturbation

We use GPT-3 (text-davinci-003) for text simplifi-
cation. The generation process is configured with a
temperature parameter of 0.7, a maximum length of
1000, and a penalty value of 0. For each input, the
top-ranked text is selected as the GPT-simplified
output.

B Round-trip translation for oracle
extractive hypothesis

We use round-trip translation to introduce lexical
variation into our oracle extractive summaries. This
is important when computing metrics such as SARI,
which exhibit degenerate behavior when the hy-
pothesis is an extractive subset of the source. We
examine two languages for round-trip translation:
German and Russian. By employing the BLEU
score as a performance metric for the round-trip
generated text relative to the original source, we
find that the English-German-English (en-de-en)
translation sequence yields superior BLEU scores
(Figure 3), and therefore, select the en-de-en se-
quence to produce the oracle extractive hypothesis
for our testbed.

C Details of human evaluation

To validate the quality of oracle extractive hypothe-
ses and GPT-simplified summaries, we randomly
select 100 summary pairs from each corpus for hu-
man evaluation. Each pair in the oracle extractive
hypotheses consists of an oracle extractive sentence
and its respective en-de-en round-trip-translation
sentence. Similarly, each pair in the GPT-simplified
summaries contains a hypothesis chunk along with
its corresponding GPT-simplified summary chunk.

Each pair is reviewed by two independent an-
notators. Annotators were hired through UpWork
and have Bachelors and Doctorate degrees in the
biological sciences. In the evaluation, the text pairs
are labeled as Text A and Text B, without any indi-
cation that either text is generated. The annotators
are first asked to assess whether the content of Text
A matches the content of Text B, where a match
is defined as containing the same relation tuples.
If the texts match, the annotators further evaluate
Text B in relation to Text A, assessing whether
Text B encapsulates key points (informativeness),
is more comprehensible (simplification), maintains
factual integrity (faithfulness), and exhibits a well-
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Figure 3: BLEU scores of round-trip translation

for English-German-English (en-de-en) and English-
Russian-English (en-ru-en) in CELLS oracle extractive
hypotheses.

structured layout (coherence). All facets are as-
sessed using a 1-5 Likert scale (1-strongly disagree,
5-strongly agree). Representative questions can be
found in Figure 4. This research activity is exempt
from institutional IRB review.

For round-trip translation, annotators reported
that translated sentences maintained or increased
simplicity (95.5%), informativeness (97.5%), faith-
fulness (82.5%), and coherence (98.5%) in the
large majority of cases. The inter-rater agree-
ment, measured by Cohen’s Kappa, is 0.46, im-
plying moderate agreement (Artstein and Poesio,
2008). For GPT-simplified summaries, one anno-
tator completed all annotations. Of the 100 exam-
ples, 46 were labeled unmatched, indicating par-
tial or no match in content. For the 54 examples
that matched well, the GPT-simplified text was
generally found to be much simpler (74% strong
agree, 17% agree), while maintaining informative-
ness (100%), faithfulness (98%), and coherence
(100%). These results emphasize the need for fur-
ther work on sentence-level alignment. As such, we
note that partial simplification perturbations in our
dataset potentially introduce loss of information.
To offset this issue, we also evaluate simplifica-
tion perturbations on a separate but smaller dataset
with gold sentence alignments, PLABA. Complete
evaluation results can be found in Table 5.

D Empirical Study of Evaluation Metrics
Reported in ACL 2022 Publications

Our study undertakes a comprehensive analysis of
scores reported in the long papers of ACL 2022
to identify the most prevalently reported metrics
in summarization and simplification tasks. We pri-



Type Unmatched Criteria Str. Agree Agree Neutral Disagree Str. Disagree
Simplification 12 27 152 7 0

. . Informativeness 188 4 3 4 0

Round Trip Translation ! Faithfulness 155 6 4 20 14
Coherence 30 11 156 2 0

Simplification 40 9 2 2 1

N . Informativeness 49 3 2 0 0

GPT Simplification 46 Faithfulness 49 3 1 1 0
Coherence 50 2 2 0 0

Table 5: Counts of human evaluation ratings on each matched sentence for each criteria. For round trip translation,
there are a total of 200 ratings (2 annotators rating 100 sentences each). For GPT simplification, 1 annotator rated
100 sentences. Of these, 46 of 100 sentences had imperfect alignment (unmatched), so we report on the 54 ratings
for aligned sentences. Overall, we see that round trip translation maintains strong faithfulness to the original, does
not remove important information, and remains equally simple and coherent (shown by a majority of neutral ratings
for the simplification and coherence criteria). For GPT simplification, in cases where sentences aligned, we see
that the simplification perturbation leads to substantially more simple text, while also maintaining faithfulness and

informativeness.
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We are conducting a study to assess the text quality. Specifically, we will be examining
four aspects:

1. **Simplification ("is easier to understand”)**: It consists of modifying the content and
structure of a text in order to make it easier to read and understand, while preserving its
main idea and approximating its original meaning;

2. *Informativeness (“conveys the key points)**: The summary should convey the key
points of the text. For instance, a summary of a clinical trial should contain the main
results and conclusion. We do not want a summary that keep all numerical results, such
as 95% confidence intervals, nor do we want a summary that is unnecessarily
long/verbose;

3. **Faithfulness ("preserves the facts”)**: It is important for the text to preserve the
facts represented in the data. For example, any text that misrepresents the threshould of
a treatment would be unacceptable and would also be ranked lower than a text that does
not mention the year at all;

4. *Coherence ('is well-organized")**: The summary should be a well-organized and
coherent body of information, not just a dump of related information. Specifically, the
sentences should be to one another, mail ing good information flow;

You will be presented with 10 sets of texts, with each set consisting of two texts labeled
from “I" to "V". Each set includes Text A and Text B. Please consider Text A as the
standard and compare Text B to Text A.

Your responses will be graded on a 5-point Likert scale, which represents the following
levels of agreement or intensity: Strongly Disagree, Disagree, Neutral (Neither Agree nor
Disagree), Agree, and Strongly Agree.

For each pair, please do your best to answer the questions provided, and feel free to
choose a neutral response if it accurately reflects your opinion.

There is no expectation that all measures will change between Text A and B.
E.g. for question "is easier to understand’, if A and B are about the same, please select
neutral.

Progress: 1/ 10

PAIR I

Text A:

Our study thus demonstrates a special role of the miR-183 / 96 / 182 cluster in
p ing the terminal dif iation of multiple sensory receptor cells.

Text B:

Our study thus establishes a dedicated role of the miR-183/96/182 cluster in driving the
terminal differentiation of multiple sensory receptor cells.

Compared to Text A, Text B:

Strongly
Disagree

Strongly
Agree

Is easier to
understand O O O O O

Disagree Neutral Agree

Conveys the

key points O O O O O
Preserves the

S @) @) @) @) @)
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Figure 4: An example human evaluation task for assessing GPT-simplified summary quality.

marily concentrate on tasks related to generation,
summarization, and simplification. Our inclusion
criteria are: 1) long papers with ‘generat, ‘sum-
mar,” or ‘simpl’ in the title; and 2) papers that report
scores for both the current model and at least one
baseline model in the main text. We exclude scores
from ablation studies.

Of the 601 long papers accepted to ACL 2022,
109 satisfy our inclusion criteria, which we cate-
gorize into 31 summarization and 78 generation

papers, with no qualified papers related to sim-
plification tasks. Considering the significance of
simplification in PLS, we expanded our search to
all ACL 2022 papers, including long, short, system
demonstration, and findings papers. This led to the
identification of 2 out of 22 papers with ‘simpl’ in
the title that reported SARI scores. As illustrated
in Figure 5, the five most frequently reported au-
tomated evaluation metrics are ROUGE, BLEU,
GPT-PPL, METEOR, and BERTScore.



30
Summarization
> i .
o 2 Generation
g
0'20_
9]
—
L 15 o
k]
Q
tlo_
o
o
Q
o 5
0 T 11 1T 11111 17171
T WV 0TOIT000
oLemImogL2282czIT
ST maamcI%XaTS 7
Q@T2BUS T ILO A x +
>_<_;an 90 0 m 4
G o0 (o1 m
< = O =
(Da o

Figure 5: Most common evaluation metrics reported in
ACL’22 summarization and generation long papers.
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Figure 6: Distributions of reported metric improvements
over baseline (absolute value) reported in ACL’22 sum-
marization and generation long papers.

This investigation provides insight into the cur-
rent adoption of evaluation metrics in natural lan-
guage generation, summarization, and simplifica-
tion tasks. We observe that a majority of papers
employ the same metrics across these tasks, and the
reported improvements are often relatively small
compared to the overall ranges for each measure.
We also underscore the difficulty of interpreting
changes in some of these metrics, especially model-
based metrics, which lack grounding to lexical dif-
ferences in text such as n-gram overlap.

By presenting the reported score differences
from ACL papers, we hope to contextualize the
metric changes observed through testing in our
meta-evaluation testbed. Median reported improve-
ments for the most commonly reported metrics and
SARI are: ROUGE (+0.89), BLEU (+0.69), PPL
(-2.06), METEOR (+0.50), BERTScore (+0.55),
and SARI (+1.71), as shown in Figure 6.

Ref. Free Ref. Provided
Informativeness (|)
Delete sentence -61.09 -22.33
Add out-of-domain sent -19.91 -34.88
Add in-domain sent -7.32 -6.99
Add definition (1) -0.6 12.64
Simplification (1) -15.98 -11.46
Coherence (]) -0.17 -1.06
Faithfulness (|)
Number swaps 0.45 -0.44
Entity swaps -5.48 -7.24
Synonyms verb swaps -4.02 -10.54
Antonyms verb swaps -6.05 -8.27
Negate sentence -18.59 -21.94

Table 6: Overall score derived from the prompt-based
evaluation for two settings: reference-free and reference-
provided. Bolded values indicate statistical significance
in the correct direction with Bonferroni-Holm correction
for multiple hypothesis testing (Holm, 1979).

E LLM Prompt-Based Evaluation

We use GPT-3 for LLM evaluation. The generation
process is configured with a temperature parameter
of 0, a maximum length of 100, and a penalty value
of 0. For each input, the top-ranked text is selected
as the GPT-simplified output. Example prompts
used for evaluation are provided in Figure 7.

Figure 8 shows the results for GPT-3 LLM eval-
uation, for both the reference-free and reference-
provided settings. Though the evaluation is sensi-
tive to some perturbations (deletion, addition, nega-
tion), it is insensitive to other perturbations (coher-
ence, swaps) and sensitive to simplification in the
inverse direction as would be expected (simplifica-
tion score drops when more source text is replaced
by simplified text). Additionally, the LLM evalua-
tion is generally unable to distinguish between the
four criteria, as most perturbations lead to the same
score trends for simplification, coherence, faithful-
ness, and to a lesser degree informativeness. These
patterns are similar to those observed in the over-
all score, indicating that the LLLM evaluation as
performed is not useful for providing facet-based
judgments.

We also observe that in the reference-provided
setting, scores for some perturbations are much
higher (e.g., deletion) while others are much lower
(e.g., add out-of-domain) than in the reference-free
setting. The lack of a reference point or a way
to normalize these scores makes it impossible to
compare them across settings or datasets.



a. Reference Free Prompt:

Imagine you are a human annotator now. You will evaluate the quality of generated plain lanugage summary written for a scientific literature abstract. Please follow
these steps:

1. Carefully read the scientific literature abstract, and be aware of the information it contains.

2. Read the proposed generated plain langauge summary.

3. Compared to the scientific abstract, rate the summary on four dimensions: informativeness, simplification, coherence, and faithfulness. Assign a score for each
aspect and provide an overall score. You should rate on a scale from 0 (worst) to 100 (best).

4. You do not need to explain the reason. Only provide the scores.

Definitions are as follows:

-Informativeness: measures the extent to which a plain language summary encapsulates essential elements such as methodologies, primary findings, and
conclusions from the original scientific text. An informative summary efficiently conveys the central message of the source material, avoiding the exclusion of
crucial details or the introduction of hallucinations (i.e., information present in the summary but absent in the scientific text), both of which could impair reader
comprehension.

-Simplification: encompasses the rendering of information into a form that non-expert audiences can readily interpret and understand. This criterion prioritizes the
use of simple vocabulary, casual language, and concise sentences that minimize excessive jargon and technical terminology unfamiliar to a lay audience.
-Coherence: pertains to the logical arrangement of a plain language summary. A coherent summary guarantees an unambiguous and steady progression of ideas,
offering information in a well-ordered fashion that facilitates ease of comprehension for the reader. We conjecture that the original sentence order reflects optimal
coherence.

-Faithfulness: denotes the extent to which the plain language summary aligns factually with the source scientific text, in terms of its findings, methods, and claims.
A faithful summary should not substitute information or introduce errors, misconceptions, and inaccuracies, which can misguide the reader or misrepresent the
original author's intent. Faithfulness emphasizes the factual alignment of the summary with the source text, while informativeness gauges the completeness and
efficiency of the summary in conveying key elements.

The scientific abstract and the generated plain language summary are given below:
Scientific abstract: {}
Generated plain language sumamry:{}

b. Reference Provided Promt:

Imagine you are a human annotator now. You will evaluate the quality of generated summary written for a scientific literature abstract. Please follow these steps:
1. Carefully read the scientific abstract and plain language summary written by human, and be aware of the information it contains.

2. Read the proposed genereated summary.

3. Compared to the scientific abstract and human-written plain language summry, rate the generated summary on four dimensions: informativeness, simplification,
coherence, and faithfulness. Assign a score for each aspect and provide an overall score. You should rate on a scale from 0 (worst) to 100 (best).

4. You do not need to explain the reason. Only provide the scores.

Definitions are as follows:

-Informativeness: measures the extent to which a plain language summary encapsulates essential elements such as methodologies, primary findings, and
conclusions from the original scientific text. An informative summary efficiently conveys the central message of the source material, avoiding the exclusion of
crucial details or the introduction of hallucinations (i.e., information present in the summary but absent in the scientific text), both of which could impair reader
comprehension.

-Simplification: encompasses the rendering of information into a form that non-expert audiences can readily interpret and understand. This criterion prioritizes the
use of simple vocabulary, casual language, and concise sentences that minimize excessive jargon and technical terminology unfamiliar to a lay audience.
-Coherence: pertains to the logical arrangement of a plain language summary. A coherent summary guarantees an unambiguous and steady progression of ideas,
offering information in a well-ordered fashion that facilitates ease of comprehension for the reader. We conjecture that the original sentence order reflects optimal
coherence.

-Faithfulness: denotes the extent to which the plain language summary aligns factually with the source scientific text, in terms of its findings, methods, and claims.
A faithful summary should not substitute information or introduce errors, misconceptions, and inaccuracies, which can misguide the reader or misrepresent the
original author's intent. Faithfulness emphasizes the factual alignment of the summary with the source text, while informativeness gauges the completeness and
efficiency of the summary in conveying key elements.

The scientific abstract, plain language summary, and generated summary are given below:
Scientific abstract: {}

Plain language summary: {}
Generated summary: {}

Figure 7: Prompts used for LLM evaluation. (a): Reference-free; (b) Reference-provided.

F Existing metrics performance

We present the estimated metric changes resulting
from 100% perturbations in the APPLS testbed.
Table 7 shows the slope coefficients associated
with 8 automated evaluation metrics and POMME.
Table 8 presents the slope coefficients for the
simplification-associated lexical features.
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Perturbed Percentage Perturbed Percentage Perturbed Percentage Perturbed Percentage Perturbed Percentage
=X=Delete sentence Add out-of-domain sent. Add in-domain sent. =X=Add definition === Number swaps
= Entity swaps Synonyms swaps = Antonyms swaps Negate sent. —+= Coherence Simplification

Figure 8: Prompt-based evaluation scores for four criteria - informativeness, simplification, coherence, and
faithfulness - along with an overall score. (a): Reference free; (b) Reference provided. Notably, prompt-based
scores exhibit a reverse correlation with simplification perturbation (i.e., scores diminish as text simplifies) and
demonstrate insensitivity towards coherence and faithfulness perturbations, except in instances of sentence negation.

Overlap-based Model-based QA-based  New
ROUGE BLEU METEOR SARI BERTSc. PPL(]) LENS QAEval POMME

Informativeness (])

Delete sentence -2519 -11.16 -0.18  -5.24 -16.78 82.79 1.41 -0.95 5.89
Add out-of-domain sent -5.23 -2.07 0.01  -0.06 -5.26 49.41 0 -0.19 -0.1
Add in-domain sent -4.73 -1.72 0.01 -0.01 -4.79 9.50 0 -0.22 -1.40
Add definition (1) -2.77 -1.49 0.01 0.27 -2.51 -1.96 -0.71 -0.22 -1.45
Simplification (1) -11.31 -5.84 -0.07 -1.83 -8.32 -1545 0.10 -0.55 1.02
Coherence (]) -1.28 0.01 0 0.05 -0.64 537 -1.75 -0.03 1.0
Faithfulness (]

Number swaps -0.70 0.49 0.01 0.46 -0.39 -2.96 3.04 -0.09 -1.21
Entity swaps -1.79 -0.93 -0.01 0.09 -1.33 896 -0.01 -0.41 0.72
Synonyms verb swaps -1.80 -0.90 -0.01 0.87 -1.45 43.63 0 -0.05 1.13
Antonyms verb swaps -1.22 -0.62 -0.01 0.49 -1.31 25.74 0.03 -0.28 0.99
Negate sentence -0.86 -0.30 0 0.33 -0.84 4.84 0 -0.67 0.22
ACL’22 improvement 0.89 0.69 0.50 1.71 0.55 -2.06 - - -

Table 7: Slope coefficients of linear regression between perturbation percentage and automated evaluation metrics.
The slopes represent the estimated change in evaluation score for full perturbation. Bolded values indicates statistical
significance in the correct direction with Bonferroni-Holm correction for multiple hypothesis testing (Holm, 1979).
We also provide the median reported score improvements from ACL’22 papers on text generation and summarization
to help contextualize these deltas.

Length Familiarity Specificity Trans. Function Words
Para. Sent. Common Words MeSH Terms Conj. V. N. Adj. Adv. Num.
Simplification -41.63 -5.22 0.12 -0.90 -0.01 0.06 -0.05 -0.04 0 0

Table 8: Slope coefficients of linear regression between perturbation percentage and lexical feature-based metrics.
The slopes represent the estimated change in evaluation score for a 100% perturbation. All values are statistically
significant with Bonferroni-Holm correction for multiple hypothesis testing (Holm, 1979).



